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## **Abstract**

This paper proposes a new method for combining wavelet packet transform with vision transformer to create a binary classifier for image deep-fake detection. We showed that we can achieve comparable accuracy with previous work in this research area, using smaller model sizes and lower GPU and CPU requirements. We tested our model using the CIFAKE dataset, and eventually, we put the code and the model for open access on the following URL:
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## **Introduction**

In the past few years, deep fake (DF) has become the dominant application in digital media production, from beautifying personal photos on social media to creating virtual environments, virtual sceneries, and even virtual actors to produce highly realistic movies. Deepfakes can create lifelike humanoid robots that mimic human expressions and movements, which have a lot of applications in healthcare, customer service, and entertainment. In education, DF can be used to bring historical figures to life for an interactive learning experience with students, and the list continues. However, it is important to note that while deepfake technology has various positive applications, it also raises ethical concerns and potential risks, such as spreading misinformation, invasion of privacy, and potential misuse of illegal activities. ​

This paper proposes a new method for combining wavelet packet transform with vision transformer to create a binary classifier for image deep-fake detection. We showed

## **Related Work**

Using wavelet transforms to extract the features from signals has shown strength in wide applications; interestingly, a study by (Nadler et al.) showed that the DNNs' color similarity judgments diverge from human color judgments, and a wavelet algorithm provides more coherent color embeddings that better predict human color judgments than all the DNNs examined, ​ They utilized for this purpose a Morlet wavelet to extract textural properties and color information from images [5].

In their paper (Wodajo, et al.,) proposed combining CNN and VIT together to detect both local and global features.

## **Method**

## ***Multiresolution Analysis:***

One key application of Multi-Resolution Analysis (MRA) is to transform a higher-resolution discrete signal into a lower-resolution signal. This has several uses in image processing; the JPEG2000 format uses this concept to provide better compressing performance than the standard JPEG.

The Discrete Wavelet Transform is one example of MRA in which a signal with higher level of details (formally, belongs to a higher-level resolution space  , while is the set of all functions that can be expressed using the basis function ) :

|  |  |
| --- | --- |
|  | (1) |

And then transform it to a lower-level resolution space where  *,* in order to fully represent in the new lower resolution space we need to consider for the error that will result from this transformation by introducing complementary resolution space including all the functions that can be expressed using the basis function

## ***Wavelets:***

Like Fourier analysis, wavelet transform expresses a signal using a set of special functions known as basis.

|  |  |
| --- | --- |
|  | (1) |
|  | (2) |
| *While is the set of all functions that can be expressed using the basis function and is called resolution space.*  *is the set of all functions that can be expressed using the basis function and is called resolution space.* |  |

The basis set starts with a mother function , and other bases will follow by applying a series of time shifts (translations) and scaling (dilations). *Haar* wavelet defined below is one example:

|  |  |
| --- | --- |
|  | (3) |
|  | (4) |
| for & | (5) |
| *While is the time-shift factor, is the scaling factor* |  |

A key difference between wavelets and the sin function that is used as the basis function in Fourier Analysis is that the non-zero part of the wavelet function is limited to a finite time interval (this is the reason behind the name wavelet, which means a small wave); formally the following equation must apply for a function to qualify as a wavelet:

|  |  |
| --- | --- |
|  | (6) |

This last feature is also important to ensure orthogonality between a set of wavelet basis functions if they are arranged so that their nonzero parts don’t overlap.

|  |  |
| --- | --- |
|  | (7) |

## ***Our Classifier:***

In our design we propose passing the image first to wavelet packet transformer that extract the coefficients based on certain wavelet basis function, then use the output of this stage as the input impeding to VIT the encoder stage. These two stages is enough to provide the desired result, however to increase the flexibility of the model we add extra two optional stages in the middle as follows:

*Stage2*: Selects which WPT coefficients should be passed to the model

*Stage3*: Imitates the original VIT design which divide the input image spatially into smaller patches those are used as the input tokens for the encoder stage

|  |
| --- |
|  |
| Figure 1: WPT-VIT Classifier Model |

## **Experiments**

This paper proposes a new method for combining wavelet packet transform with vision transformer to create a binary classifier for image deep-fake detection.

For this purpose, we used two deep faked datasets separately to train and to evaluate the model:

***First: CIFAKE*** which contains 60,000 synthetically generated images using Stable Diffusion version 1.4 and 60,000 real images (collected from CIFAR-10).

The original dimensions of the CIFAKE image is *32 x 32 x 3*

|  |
| --- |
|  |
| Figure 2: CIFAKE Dataset |

***Second: 140k Real and Fake Faces*** which contains 70k REAL faces from the Flickr dataset collected by Nvidia, as well as 70k fake faces sampled from the 1 million FAKE faces (generated by StyleGAN) that was provided by Bojan.

The original dimension of the 140k Real and Fake Faces (hereafter referred to with the letters RVSF) is *256 x 256 x 3*

This dimension was down scaled to *32 x 32 x3* for the model size to fit inside the used GPU.

|  |
| --- |
|  |
| Figure 3: RVSF Dataset |

|  |  |  |  |
| --- | --- | --- | --- |
|  | **REAL** | **FAKE** | **Total** |
| **Training** | 50,000 | 50,000 | 100,000 |
| **Validation** | 10,000 | 10,000 | 20,000 |
| **Testing** | 10,000 | 10,000 | 20,000 |
| **Total** | 70,000 | 70,000 | 140,000 |

Each of the above datasets has been divided into 3 splits (80% for training, 14% for validation and 6% for testing) as follows:

|  |  |
| --- | --- |
|  |  |
| Figure 3: RVSF Dataset | |

Then we performed a series of trials to explore the performance and the flexibility of our model as follows:

## ***Stage1: Use haar, Stage2: Select all, Stage3: Use 1 patch per coefficient:***

Figure 2 shows the curve plot of the Haar function:

|  |  |
| --- | --- |
|  |  |
| *a) Haar scaling function* | *b) Haar wavelet function* |
| Figure 4: Haar function | |

we used this wavelet to extract the WPT coefficients up to a certain level of details, the larger the level the greater number of coefficients and the smaller dimension for each coefficient.

## ***Use CIFAKE and Level 3 of WPT decompositions:***

Sample data point is shown below:

|  |
| --- |
|  |
|  |
| Figure 5: WPT decomposition using haar function and Level 3 |

Then we trained this dataset using single encode with 16 heads for 200 epochs

|  |
| --- |
|  |
|  |
|  |
| Figure 6: CIFAKE training result (Validation Accuracy 90.99%) and Test Recall of 91.92% . |

At the end of the training, we found that an attention has been found between the WPT coefficients of the same image, moreover we found that some coefficients have more influence on the attention matrix than others as shown below:

|  |
| --- |
|  |
|  |
| Figure 7: WPT decomposition using haar function and Level 3 |

## **Conclusion**

This paper proposes a new method for combining wavelet packet transform with vision transformer to
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